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ESE Next Generation MissionsESE Next Generation Missions
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NASA’s Ground NetworkNASA’s Ground Network

• 50 ground station antennas;
7 geographic antenna locations

• 4 different owner/operator models
– 14 contracts for commercial 

services
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Information Systems:  Information Systems: 

Earth Science Mission Operations 
• Manage command and control spacecraft power, 

dynamics, 
• Monitor instrument operations, build composite 

observation schedule 
• Manage spacecraft recorder dumps and schedule 

retrieval 
network 

• House Landsat operations for USGS, and 
instrument operations for SeaWinds/ADEOS II 

EOS Mission ControlEOS Mission Control 

with ground stations and space 



• A total of 50 widely distributed data centers (some of which are at the same 
location). 

• ESE has recently updated our peer reviewed data and information producing 
centers through the Research, Education and Applications, Solutions Network 
Cooperative Agreement Notice (REASoN CAN) for development of next-
generation architectures. 
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EOSDIS Architectural Data FlowEOSDIS Architectural Data Flow 
The end-to-end mission data handling responsibility must handle the information from 
photons in to science and operational products out. 
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Information Systems:  
Data and Information 

Information Systems: 
Data and Information 

Explosive Growth in Archive Volume 
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Ingesting, processing, and archiving an
unprecedented volume of climate and Earth 
science data (currently ~2TB/day). 

We are benchmarking capabilities and 
processes for handling the capacities for 
future operational  (e.g., NPOESS). 

NASA provides access to Earth system science 
data, information, and services to millions of 
unique users. 

Over the next decade, ESE will ensure the 
timely delivery of Earth Science information
at an affordable cost by evolving to a more
open, distributed set of data systems and
service providers. 

A Growing Demand for Earth Science A Growing Demand for Earth Science 

needs



Challenges  Challenges 

� Enable flexibility within data systems to adapt to new data stream(s) or to 
changes in current processing streams. 

� Assure products flowing from processing stream meet the needs of the 
focus area science teams - scientists working in conjunction with data 
systems experts, and in consultation with their communities. 

� Identify and create interfaces that facilitate the flow of data to modeling 
efforts (e.g. carbon assimilation) “one size does not fit all”. 
seamless ‘hooks’ into data mining and high performance computing 
environments. 

� Evolve from past instrument-focused processing systems to measurement 
oriented data systems within an interoperable framework that will help 
guide the flow of information and services, improve performance and 
access, and measurement focused and can be distributed geographically 
and logically. 

� Meet the challenges of transitioning EOSDIS elements to a new DIS 
paradigm. How to evolve these pieces without 
breakage or disruption? 

to NASA’s ESE Data Systemsto NASA’s ESE Data Systems 

- Enable 

What parts do we evolve? 



More NASA control 
in data management 

Less NASA control 
in data management 

The Evolution in ESE Data Management  The Evolution in ESE Data Management 

Pre-EOSDIS (before 1994) 
• Data held by science researchers or 

data centers; data difficult to locate 
• Varying storage organization 
• Long-term data preservation issues 

EOSDIS Core System (1999 to present) 
• Data held by DAACs 
• Uniform data management environments 
• Distributed data system 
• Hard to be “all things to all people” 

EOSDIS Version 0 (1994 to present) 
• Data held by DAACs, affiliated 

with researchers 
• Heterogeneous data management 
• Locate data thru V0 IMS, a 

federated data system 
• Commitment to archive quality 

ESIP Federation (1998 to present) 
• Experimental not operational 
• Natural clustering 
• More interest in individual research 

than federation evolution SEEDS/REASoN 

• The intent of the SEEDS study and the REASoN CAN is to focus ESE data system evolution to: 
- increase NASA’s flexibility to adapt the network of data systems & service providers; 
- enable access for NASA’s Applications program and its educational programs; 
– improve cost effectiveness throughout the data system development and operational life cycle; 
– leverage the capabilities, expertise, and lessons learned from existing data systems; and 
– assure long-term data stewardship and continuity of services. 

1 

2 

3 

4 

5 



Next Generation Data Processing ArchitectureNext Generation Data Processing Architecture 

NASA HQ Earth Science Enterprise 
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Implementation decisions 
made here 

Formulation activities 
via study teams through FY03 
Execution activities 
involving results from 
study teams in FY04 and beyond 

Unifying cross processes 

The Strategic Evolution of ESE Data Systems (SEEDS) study developed a framework for 
the evolution of data systems and service providers in the 2004 – 2015 timeframe - a 
move from centralized systems to distributed, heterogeneous systems. 

SEEDS Study Objectives: 
• Ensure timely delivery of ES information at an 

affordable cost 
• Maximize availability and utility of ESE 

products 
• Define a unifying framework for a 

more distributed network 
• Assure continued effectiveness 

of an increasingly 
distributed and 
heterogeneous network 
of systems and services 

• Engage the community on 
data management 
objectives and solutions 
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DAACS DAACS -- tightly coupled tightly coupled 
data system based on data system based on 
logically centralized, logically centralized, 
geographicallygeographically 
distributed centers.distributed centers. 

SIPsSIPs, , ESIPsESIPs, NewDISS and , NewDISS and RESACsRESACs leverage leverage 
heterogeneous activities and expand heterogeneous activities and expand 
processing, archive and distribution processing, archive and distribution 
capabilities through rapid prototyping.capabilities through rapid prototyping. 

The SEEDS study has concluded with recommendations and a The SEEDS study has concluded with recommendations and a 
framework for developing the next generation of distributed framework for developing the next generation of distributed 
and and heterogenousheterogenous data systems.data systems. 

PIs collect PIs collect 
and store and store 
data sets.data sets. 

Computer networking is difficult due to the variety of standardsComputer networking is difficult due to the variety of standards specificspecific 
to highly technical IT research communities.  Cost of computingto highly technical IT research communities.  Cost of computing 

infrastructure is high and only available to narrow range of useinfrastructure is high and only available to narrow range of users.  rs. 

The merging of many networks into one The merging of many networks into one 
common naming space common naming space -- the World Wide the World Wide 

Web.  other protocols are Web. other protocols are 
widely adopted. widely adopted. Computing 
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$$ 

Rapid development inRapid development in 
internetinternet--based services based services 
and functions.  and functions. 

develop custom tools develop custom tools 
for expanding access to for expanding access to 
onon--line resources.  ase line resources. ase 

of use increases the of use increases the 
number of users.number of users. 

The The REASoNREASoN projects add to ESE next generation of data systems, projects add to ESE next generation of data systems, 
while the evolution of EOSDIS elements continues.while the evolution of EOSDIS elements continues. 

The Strategic Evolution of ESE Data SystemsThe Strategic Evolution of ESE Data Systems 
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Summary of Near Term Data System ChallengesSummary of Near Term Data System Challenges 

� Missions to Measurements will require data systems to support data 
coming from multiple missions and instruments. 
systems should be capable of rapidly adapting to rolling waves of 
capabilities derived from new instruments and measurements. 

� Foster discipline/measurement focused science communities to 
develop consensus views on important data and data system issues -
broad community adoption and buy-in of algorithms, selection of 
products, sharing of expertise, etc. 

� SEEDS activities in support of data system evolution will produce 
new opportunities to share and exchange solutions across 
communities. 
will assure that data system solutions from one theme area can inform 
and possibly be adopted by others, including applications. 

� Make initial steps in the development of sensor web technologies. 

The emerging data 

Information sharing from among theme communities 



Response to challenges: An Earth Science 
Knowledge Environment 

Response to challenges: An Earth Science 
Knowledge Environment 

Evolve Earth Science driven data 
management from missions to 

measurements to support 
‘Data to Outcomes to Impacts’ 

by infusing science community expertise 
and knowledge into transparent and 

seamless data and information systems. 



NPOESSNPOESS 
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MAIN PROCESSING SYSTEMMAIN PROCESSING SYSTEM 
• Data from multiple satellite and 
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• In-situ, ancillary, and other data 

PublicPublic 
ArchiveArchive 

DataDataFlexibleFlexible 
TestTest 

Community 
System 

Processing 
“Services” 

TEAMTEAM 
CollaborativeCollaborative 

FTPFTP 
Capabilities:Capabilities: 

Product AnalysisProduct Analysis 
& Review& Review 

Geographically & Logically DistributedGeographically & Logically Distributed 

Reconfigurable & ScalableReconfigurable & Scalable CZCSCZCS 

TerraTerra 
MODISMODIS 

AquaAqua 
MODISMODIS 

NPPNPP 
VIRSVIRS 

PI SelectedPI Selected 
through open through open 
peer reviewpeer review 

MOBYMOBY 

ProductsProducts 

A Data System Evolution Prototype: 
The Ocean Color Measurement Processing System 

A Data System Evolution Prototype: 
The Ocean Color Measurement Processing System 

SIMBIOSSIMBIOS 

SEAWIFSSEAWIFS 

Rolling Waves of New 
Capabilities 

� Processing embedded within the science focus areas 
� Distributed capabilities 
� Community, participation, consensus and community services 
� Move processing capabilities closer to the science teams 
� Engage expertise through peer review selection 

capturing “rolling waves” 
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Earth System Science Today & Tomorrow: 
Linking Measurements-Missions-Models To Improve Scientific Impact 

Earth System Science Today & Tomorrow: 
Linking Measurements-Missions-Models To Improve Scientific Impact 



Towards an ESE Knowledge Environments VisionTowards an ESE Knowledge Environments Vision 
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Our Vision -- An Integrated Global Observing SystemOur Vision -- An Integrated Global Observing System
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Long-term Archive:  
and Plans 

Long-term Archive: 
and Plans 

NASA’s Policies NASA’s Policies 



LTA PolicyLTA Policy 
• NASA’s agency mandate is research 

• ESE mission data products are managed by NASA’s Distributed 
Active Archive Centers for the life of the missions 

• NASA’s partner agencies (NOAA and USGS) have a mandate for 
operations 
• These agencies will provide LTA services for ESE mission data 

products 
• NASA-NOAA MOU on EOS - 1989 
• NOAA will use its best efforts to…Assume responsibility at a 

time to be agreed upon for active long-term archiving and appropriate 
science support activities for atmospheric and oceans data for the EOS 
program 

• NASA-USGS MOU on EOS - 1993 
• USGS will fund long-term archive functions. USGS will fund archive 

and distribution functions, including operations and maintenance costs 
for EOS and related data more than 3 years old. 



Call to Action from the Science CommunityCall to Action from the Science Community 

• It is essential that the LTA program preserve key long term data 
and information including the definitive version of the EOS Level 
1 data and derived products...and any other data sets/products 
needed to interpret them...and any other data sets needed for 
calibration, and validation... (USGCRP, LTA Workshop Report, 
1998). 

• A long-term archive should be established and operated in the 
simplest way possible to meet user needs and program goals. 
long-term archive is not only for today’s generation of users but 
also for the next generation of scientists and citizens whose needs 
have yet to be expressed but must be provided for (NRC CES, 
Issues in the Integration of Research and Operational Satellite 
Systems for Climate Research, 2000). 

• NOAA should begin now to develop and implement the 
capabilities to preserve in perpetuity the basic satellite 
measurements, i.e., radiances and brightness temperatures (NRC 
CES, Ensuring the Climate Record, 2000). 

A 



USGS PerspectiveUSGS Perspective 

• USGS is responsible for LTA of ESE land data 
• USGS’s NSLRSDA 

– National Satellite Land Remote Sensing Data Archive at 
EDC 

– Established by legislation in 1992 
– Provides archive for MSS, TM, AVHRR (LAC to 1989), 

Corona, and ETM+ 
– $5M annual budget 
– Archive Advisory Committee with representation from 

academia, government, industry, NGOs, and international 
partners 



USGS LTA StatusUSGS LTA Status 

• Global Land Cover Characteristics Completed 
• Global Land 1-KM AVHRR FY04 
• N. American Landscape Char. FY04 
• Remaining V0 Data Sets* FY04 
• EOS Data Sets* TBD 
• Significant challenges exist... 

– in defining the levels of service applied to LTA of 
NASA data 

– in defining the time-table to make the transition to LTA 
– and in securing the resources needed to do the job 

*A form of archive-in-place is under consideration as a mechanism for USGS 
LTA of NASA data. An annex to the NASA/USGS MOU for the long-term archive 
of NASA's land science data that specifically addresses the transfer of “EOSDIS 
Version 0” data sets has been generated and is signature cycle. 



Backup SlidesBackup Slides 



National Earth Science Data HoldingsNational Earth Science Data Holdings 

Graph updated May 31, 2003 
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AssumptionsAssumptions 

• Chart in page 2 shows data generated by NASA, NOAA and 
USGS in the respective bars, without regard to where they are 
archived. (e.g., Landsat-7 and ASTER data are included under 
NASA even though they are archived at USGS’s EROS Data 
Center) 

• Estimates for NPP and GPM volumes are included in NASA 
bars 

• NASA data volumes are shown based on design lifetimes 
(typically 5 years) for the various satellite missions; generally 
satellites last significantly longer, and as data are accumulated 
beyond design lifetimes, the volumes rise faster than shown in 
later years 

• Allocations of data volumes to agencies will change as long-
term archives are implemented with NOAA and USGS 



NOAA Strategy and PlansNOAA Strategy and Plans 

• NOAA is responsible for ESE climate data 
• Discussion on LTA of NASA Earth Science Data in NOAA on-

going since about 1993 
• NOAA’s CLASS (Comprehensive Large-Array data Stewardship 

System) 
– NOAA initiative for archive, access and distribution to NESDIS data products 
– Will provide data services for NPP and NPOESS 
– “Statement of Intent” signed by G. Asrar and G. Withee for inclusion of NASA 

Earth Science LTA within CLASS (see back-ups) 
– A joint NASA-NOAA team developed a draft Implementation Plan as called 

for in the Statement of Intent 
– A joint NASA/NOAA team is working to define the interface and levels of 

service requirements that will enable a test of transfer of MODIS low level 
(Level 0/1)data from NASA’s Goddard DAAC to CLASS to occur in FY03 



“Statement of Intent” 
signed July 3, 2001 

NA SA-N OAA COLLABORATION ON LO N G-TERM ARCHIVE 
STATEMEN T OF IN TEN T 

In a 1989 Me mo ran d um of Und er sta n d ing (MO U) N OAA and N ASA agreed t hat 
N OAA w ou ld assu me re spon sibilities for th e N ASA Ear th Obser ving System 
(EOS) da ta an d oth er of N ASA' s rel at ed atm osph er ic an d oceano gr aphic da ta. 
The MOU it sp ecifical ly calls for NA SA and N OAA to 

"... [Gener at e] a joint p lan f or co ordi nat ed d eve lop me nt of th e 
sh ort- and l ong-te rm arch ives...an d assoc iat ed scien ce supp ort 
activ ities...in acco rda n ce w ith a sch ed u le to be agree d " an d  to 

"Prep ar e by an agree d da te an  in itial Progr am Def in ition a n d 
Imp lem entat ion  Plan.  Th e pla n w ill ide nt ify an d d escribe t he scop e 
of m ajor elem en ts cov ere d by th is ag ree m ent , inc lu d in g estimat e 
fund in g re qu ire m ents  by each a ge nc y and  im pl em en tat ion 
sch ed u les." 

Und er th e d irection p rovide d  by th e MO U cite d ab ove, th is Stat em ent of Int ent 
calls for NA SA's Earth Scienc e En te rp ri se an d NO AA' s N at iona l Env ironm enta l 
Sate llite, Data an d  Informat ion Ser vice t o ta ke th e follow in g imm ed iate ste ps. 

1. Ag ree tha t th e N OAA N ESDIS Co m pr eh ensive Large Arr ay-d ata 
Ste wa rd ship S y st em  (CLA SS) sh al l ser ve as th e na tional atmo sph eric and 
ocean ic lon g-ter m da ta arch ive. 

2. Ag ree tha t app rop riat e atmosph eri c an d ocean ic d ata  records  fro m NA SA’s 
Ear th Scienc e En ter pr ise pr ogr am w ill be in clu de d in th is nat iona l a rch ive. 

3. Ag ree to m erge  th e act ivities as sociat ed w ith the  cu rre nt ly estab lishe d Lon g-
term Archive (LTA) and  CLASS stu dy gr oups into  a un ified I nt egr ated
Product  Developm ent Team  (IPDT) to focu s on th e above goals .

4. Agree to cha rge the IPDT to us e th e LTA adapt ive appr oach out lined  at the
Jun e 15, 2001 m eeting as th e sta rting point for fut u re act ivities.

5. Appo int  Rob Ma irs of N OAA an d Ma rtha  Ma iden of NA SA as Co-leads of
th e IPDT and cha rge  the m t o repo rt back to the Assistan t Ad min istra tor of
NESDIS and th e Assoc iat e Adm inistrato r for Ea rth Science by Sept ember 30,
2001 with  an overall stra tegy and a joint  Progr am Definition and
Imp lementat ion Plan for the de velopm ent of this nat iona l archive for
atm osph eric an d  oceanic d ata p roduc ts.

For the Nat iona l Aer onau tics an d
Spac e Adm inistrat ion

 ____________________________
Dr. Ghas sem Asrar
Associate  Ad min istrator,
Office of Earth Science

For the Nat iona l Oceanic an d
Atm osph er ic Adm inistrat ion

 ____________________________
Mr. Greg ory W. With ee
Assistan t Ad min istra tor
for Satellite an d Informat ion Services


